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ABSTRACT

The physical processes in the solar corona that shape the solar wind remain an active research

topic. Modeling efforts have shown that energy and plasma exchanges near the transition region

plays a crucial role in modulating solar wind properties. Although these regions cannot be measured

in situ, plasma parameters can be inferred from coronal spectroscopy and ionization states of heavy

ions, which remain unchanged as they escape the corona. We introduce a new solar wind model

extending from the chromosphere to the inner heliosphere, capturing thermodynamic coupling across

atmospheric layers. By including neutral and charged particle interactions, we model the transport

and ionisation processes of the gas through the transition region, the corona and into the solar wind.

Instead of explicitly modeling coronal heating, we link its spatial distribution to large-scale magnetic

field properties. Our results confirm that energy deposition strongly affects wind properties through

key mechanisms involving chromospheric evaporation, thermal expansion, and magnetic flux expansion.

For sources near active regions, the model predicts significant solar wind acceleration, with plasma

outflows comparable to those inferred from coronal spectroscopy. For winds from large coronal holes,

the model reproduces the observed anticorrelation between charge state and wind speed. However, the

predicted charge state ratios are overall lower than observed. Inclusion of a population of energetic

electrons enhances both heavy ion charge states and solar wind acceleration, improving agreement with

observations.

Keywords: Solar wind composition — Charge state — Modeling — Corona—Chromosphere

1. INTRODUCTION

The mechanisms in the corona that control the bulk

properties of the solar wind are still under debate. Pre-

vious theoretical studies have provided evidence that

energy and plasma flows through the transition region

play a central role in the mass flux escaping the so-

lar corona (e.g. Hansteen & Leer 1995). These energy

exchanges in turn depend on the heating processes at
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work in the lower solar atmosphere, which are poorly

understood.

The source region of the solar wind plasma is still

collisional in the corona, transitioning to a collisionless

state at ∼ 1 solar radius above the photosphere. In the

collisional region, heavy ions undergo collisions with hot

electrons and become increasingly ionised with height,

and this until electron densities are so low and their

temperatures so high that collisional processes vanish

and the charge state of an ion can no longer change and
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becomes ’frozen-in’ (Geiss et al. 1995).

Ion charge states measured remotely or in-situ there-

fore provide information on solar wind source conditions

and, in particular, on electron source temperatures. Pre-

vious observational studies using data from Ulysses and

from the NASA Advanced Composition Explorer (ACE)

(Stone et al. 1998) have shown that the charge state in

fast and slow solar wind streams differ greatly (Geiss

et al. 1995; Zhao et al. 2009). In particular, they showed

that the charge state ratios as O+
7 /O

+
6 and C+

6 /C+
5 tend

to be higher in slow winds than in fast winds, suggesting

a hotter coronal origin of the slow wind.

While coronal holes are widely accepted as the source

region of the Alfvénic fast wind, the source location of

slow wind is still under debate and is thought to have

multiple source components including dynamic solar

streamers (e.g. Rouillard et al. 2009, 2010), boundaries

of coronal holes (Wang et al. 2009) and low-latitude

coronal holes (D’Amicis & Bruno 2015; Wang & Ko

2019). The temperatures of the dynamic sources of the

slow solar wind originating in streamers are complex to

grasp because they involve periodic plasma exchanges

between loops and the open field (e.g. Réville et al.

2022).

Assuming that the fast and slow wind components

originate in the more quiescent coronal holes, previous

theoretical studies based on fluid wind models have

tried to reproduce the anticorrelation between wind

speed and charge state (Cranmer et al. 2007; Cran-

mer 2014; Oran et al. 2015). Although they have been

successful in obtaining an anticorrelation, the resulting

charge states are orders of magnitude lower than those

measured in-situ.

The sources of these discrepancies are still unknown.

Ko et al. (1997) and Esser & Edgar (2001) proposed

that differential flows between minor and major species

could lead to increases in the charge state. A extra

population of ionizing suprathermal electrons was also

invoked to explain the ionization rates of minor ions

(Ko et al. 1996; Esser & Edgar 2000; Oran et al. 2015;

Cranmer 2014).

An accurate model of the ion charge states in the

solar wind requires not only a detailed transport model

of thermal particles accounting for the thermodynamic

coupling of the different layers of the low solar atmo-

sphere but also of the transport of non-thermal particles

and their interactions with the thermal population. This

is a challenging task that ideally should account for the

detailed evolution of the particle distribution function

of all species.

In the present paper, we use a more tractable ap-

proach by using the IRAP Solar Atmospheric Model

ISAM developed in Lavarra (2022) in combination with

an exospheric kinetic solar wind model (Pierrard et al.

2023) to study the different processes that could influ-

ence the ionisation states of heavy ions in the different

types of solar winds. This approach allows us to model

the ionising effects of energy deposition, non-thermal

particles and differential flows for different conditions at

the sources of the fast and slow solar winds. The model

is constrained by several observations, including the

SOlar and Heliospheric Observatory (SoHO Domingo

et al. 1995) spectroscopy and in-situ data from the So-

lar Orbiter (Müller et al. 2020) and Parker Solar Probe

(Kinnison et al. 2020) missions.

This paper is organized as follows: after a presen-

tation of the models used in section 2, we begin by

solving the transport of neutral and charged particles

from the upper chromosphere to the solar wind in sec-

tions 4 & 6. For this, we use the results of the re-

cent coronal-interplanetary wind connectivity study of

Dakeyo et al. (2024) to specify the input parameters

necessary to model the fast and slow solar winds in Sec-

tion 3. This provides first estimates of the charge state

of ions for different coronal-wind conditions. In section

7, the output of the thermal model is then used as in-

put to an exospheric solar wind model which provides

the radial evolution of non-thermal electrons. This al-

lows us to model the additional ionizing effects on ions

of these non-thermal electrons.

2. DESCRIPTION OF THE NUMERICAL MODEL

2.1. The Conservation Equations

To model the thermal component of the coupled

chromosphere-corona-wind system, we use ISAM which

dynamically solves the transport and interactions of

neutrals and charged particles. The model uses a 16-

moment set of transport equations described in detail

in Blelly & Schunk (1993). A first version of this model,

IPIM (IRAP Plasmasphere-Ionosphere Model), was de-

veloped to simulate plasma transport in Earth’s upper

atmosphere (Marchaudon & Blelly 2015) and has been

thoroughly checked against a broad range of terrestrial

observations (Marchaudon & Blelly 2020) and adapted

to other planetary atmospheres (Blelly et al. 2019).

It was later modified to model the solar atmosphere

by solving neutrals together with charged particles to
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simulate the variable low solar atmosphere for open

field configurations (Lavarra 2022) and magnetic loops

(Poirier 2022).

Other implementations of the 16-moment approach

to model the solar atmosphere are detailed in Li (1999)

and later Lie-Svendsen et al. (2001), Janse et al. (2007)

and Byhring et al. (2011). A comparison between ISAM

and these earlier applications of the 16-moment models

is discussed in Lavarra (2022).

The density ns, bulk flow velocity us, parallel T
∥
s and

perpendicular temperatures T⊥
s , parallel heat flux q

∥
s

and perpendicular heat fluxes q⊥s are solved along a
given magnetic flux tube through the following set of
conservation equations:

∂ns

∂t
+ us∇∥ns +

ns

A
∇∥(Aus) =

δns

δt
(1)

∂us

∂t
+ us∇∥us +

∇∥nskBT
∥
s

nsms
+

kB
ms

(
T ∥
s − T⊥

s

) ∇∥A

A

+
GM⊙

r2
cos(θ)− Fs

nsms
=

δus

δt

(2)

∂T
∥
s

∂t
+ us∇∥T

∥
s + 2T ∥

s ∇∥us +
∇∥q

∥
s

nskB
+

q
∥
s − 2q⊥s
nskB

∇∥A

A

=
(Q

∥
s − Λ

∥
s)

nskB
+

δT
∥
s

δt

(3)

∂T⊥
s

∂t
+ us∇∥T

⊥
s +

∇∥q
⊥
s

nskB
+

(
2q⊥s
nskB

+ usT
⊥
s

)
∇∥A

A

=
(Q⊥

s − Λ⊥
s )

nskB
+

δT⊥
s

δt

(4)

∂q
∥
s

∂t
+ us∇∥q

∥
s + 4q∥s∇∥us +

3nsk
2
BT

∥
s

ms
∇∥T

∥
s

+usq
∥
s

∇∥A

A
=

δq
∥
s

δt

(5)

∂q⊥s
∂t

+ us∇∥q
⊥
s + 2q⊥s ∇∥us +

nsk
2
BT

∥
s

ms
∇∥T

⊥
s

+

(
nsk

2
BT

⊥
s

ms

(
T ∥
s − T⊥

s

)
+ 2usq

⊥
s

)
∇∥A

A

=
δq⊥s
δt

(6)

Here, the subscript s indicates the species considered,

kB the Boltzmann constant, ms the atomic mass of

the species, G the gravitational constant, M⊙ the solar

mass, θ the angle between the radial direction and the

local direction of the magnetic field line along which the

equations are solved, Λ
∥(⊥)
s the perpendicular and par-

allel radiative cooling terms, Q
∥(⊥)
s the perpendicular

and parallel heating terms. The terms on the right-

hand side of the equations containing δ/δt represent

collisional effects. The parallel and perpendicular heat

fluxes represent the transport along the field lines of the

parallel and perpendicular energies.

For ions, Fs corresponds to the electrostatic polariza-

tion field contribution:

Fs

msns
= − Zs

ms

1

ne

[
∇∥(nekBT

∥
e ) + kB(T

∥
e − T⊥

e )
1

A
∇∥A

]
+Zs

me

mi

δue

δt
(7)

where the subscript s indicates the ion considered and

Zs represents the number of elementary charges e carried

by the ion.

Equations (1) & (2) are not solved for the electrons,

instead we impose quasi-neutrality and no field-aligned

current J = 0 which allows us to have :

ne =
∑

s=ions

(Zsns) (8)

ue =

∑
s=ions (Zsnsus)

ne
(9)

The total temperature and heat flux are related to

their parallel and perpendicular component by:

T = (T ∥
s + 2T⊥

s )/3 (10)

q = (q∥s + 2q⊥s )/2 (11)

We begin the study by computing the coupled trans-

port of electrons, protons and hydrogen atoms along

magnetic flux tubes rooted in the chromosphere and

extending outwards into the solar wind.

2.2. The Numerical Scheme

To solve the above coupled differential equations,

ISAM uses the flux-corrected algorithm for solving gen-

eralised continuity equations (LCPFCT) (Boris & Book

1976; Boris et al. 1993). This finite volume method is

based on an explicit second order conservative Godunov

scheme. The scheme is non-centered and stabilised up

to fourth order thanks to a numerical antidiffusive stage,

but in the case of steep gradients the scheme is degraded

to first order accuracy by a stabilisation procedure char-

acterised by a diffusive numerical flux. ISAM solves the

conservative equations including transport and local

source terms. The time dependence is solved using a

fourth-order Runge-Kutta algorithm. The conservation

equations 1-6 are integrated between an inner boundary

located in the chromosphere at ∼ 600 km above the

photosphere and all the way to 20 R⊙.
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2.3. The Model Setup

2.3.1. The Open Magnetic Field Model

The magnetic flux tube geometry along which ISAM

solves the plasma transport equations is given by the

widely form inferred by Kopp & Holzer (1976) from the

analysis of eclipse observations:

A = A0

(
r

R⊙

)2 (
fmaxe

(r−rg)/σg + fg
e(r−rg)/σg + 1

)
(12)

where A(r) is the section of the flux tube with

A0 = A(R⊙). rg and σg are parameters describing re-

spectively the height where the expansion rate is the

strongest and the steepness of the expansion. fmax is

the asymptotical value of (A/A0)/(R⊙/r)
2 describing

the deviation from a radial expansion. fg is chosen to

have A(R⊙) = A0 so fg = 1 + (1 − fmax)e
(R⊙−rg)/σg .

In this study, only the maximum expansion factor fmax

is changed and the other parameters are kept fixed with

σg = 0.5R⊙ and rg = 1.3R⊙. The values for fmax will

be given by a global magnetic model of the solar atmo-

sphere in the context of a magnetic connectivity analysis

of Solar Orbiter data.

2.3.2. The Atmospheric Heating Rates

The heating processes are still highly debated and

could have multiple origins in the different layers of the

solar atmosphere. To obtain solutions of thermal proton

and electron properties as close as possible to a broad

range of remote sensing observation. The heating terms

Q
∥(⊥)
s in equation (3) & (4) are a sum of three different

heating functions acting on the transition region heating

Q
∥(⊥)
TR,s, the corona Q

∥(⊥)
cor,s and the solar wind Q

∥(⊥)
sw,s .

The heating repartition between directions and species

is given in Figure 1. For the transition region and

coronal heating terms Q
∥(⊥)
TR,s and Q

∥(⊥)
cor,s we use the

same phenomenological form as used in Pinto & Rouil-

lard (2017), which was initially introduced by Withbroe

(1988), McKenzie et al. (1995) and Rifai Habbal et al.

(1995):

Q = −∇ · Fh (13)

where

Fh = FB0

A0

A
e
− r−R⊙

Hf (14)

This functional form supposes a total energy flux FB0

proportional to B0 and a heating scale height Hf that

controls the altitude range of energy deposition. As in

Wang et al. (2009), this heating scale height is made

inversely dependent of the maximum expansion fac-

tor fmax. Although the mechanisms heating the solar

atmosphere are not certain, the dissipation of Alfvén

waves channeled by the interaction of upward propagat-

ing and reflected counter-propagating waves reproduce

a number of coronal properties (Verdini & Velli 2007;

Verdini et al. 2012; Cranmer et al. 2007). In essence,

the value of fmax could define the radial gradients in

Alfvén speed along a flux tube, which in turn should

dictate the level of wave reflection and associated energy

dissipation along that tube. A high value of fmax is ex-

pected to lower the scale height of energy deposition by

concentrating wave dissipation in the lower corona.

The following functional forms of the terms in Q
∥(⊥)
cor,s

and Q
∥(⊥)
TR,s were found to reproduce well the typical

height of the transition region and some general features

of the solar corona:

F cor
B0

= 0.86× 105 B0 erg cm−2 s−1 (15)

Hcor
f = 4.35× f−0.75

ss R⊙ (16)

FTR
B0

= 0.43× 105 B0 erg cm−2 s−1 (17)

HTR
f is kept unchanged in all runs and we chose

HTR
f = 0.01R⊙. The proportional relationship between

the energy flux and B0 was demonstrated in (Wang

2016) using OMNI data (King & Papitashvili 2005),

where the non-gravitational energy flux was derived

from the mass and energy conservation equations.

When turbulence reaches dissipative scales, multiple

kinetic mechanisms will heat the plasma and distribute

the energy between the different species (Axford &

McKenzie 1992; Kohl et al. 1998; Maneva et al. 2015).

It is well established that ion and electron heating is sus-

tained far out into the interplanetary medium Marsch

(2006) as evidenced by the elevated electron tempera-

tures measured beyond 1AU Issautier et al. (1998) and

the presence of T⊥ > T∥ of ions beyond 0.3AU.

The radial distribution of this interplanetary wind

heating Q
∥(⊥)
sw,s is chosen here to follow a power law start-

ing at the height rsws beyond which the coronal heating

is replaced by the wind heating. The power law begins

at Q
∥(⊥)
cor,s at rsws with a fixed slope defined by the deriva-

tive of Q
∥(⊥)
cor,s at that radial distance:

Qsw = Q∥(⊥)
cor,s(r

sw
s )

(
r(rsws : 20R⊙)

rsws

)(∆ logQ∥(⊥)
cor,s/∆ log r)|rsws

(18)

where ∆(∗) indicates the difference of (∗) between two

successive grid points.
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In this formulation, the amount of heating in the solar

wind is only controlled by changing rsws . This choice was

made to keep a smooth transition between the coronal

and solar wind heating whilst still benefiting from the

exponential expression of the coronal heating term.

Heating is applied only to electrons in the transition

region. This energy is transmitted to other particles

through the frequent Coulomb collisions occurring in

that region. Coronal and solar wind heating are ap-

plied 60% to protons and 40% to electrons to get, as we

shall see, reasonable electron temperatures compared to

spectroscopic observations. 80% of the proton heating

is applied in the perpendicular direction and 20% in

the parallel direction. The same ratio between parallel

and perpendicular heating is applied to electrons. This

heating repartition gave optimal result from many iter-

ations tests and is kept for all simulations presented in

this paper.

Figure 1. Heating function used for the fast wind solution
from the model. Heating on the protons and electrons are
indicated by using respectively dotted and dashed lines. To-
tal heating (black) is the result of a transition region heat-
ing (red), a coronal heating (blue) and a solar wind heating
(green).

2.4. Radiative Energy Loss:

The radiative cooling term, Λ, is based on the optically

thin function of (Athay 1986) with a correction factor to

account for optical thickness in the upper chromosphere

for temperatures lower than ∼ 2× 104K.

Λ = ne(np + nH)λ(T ) (19)

where

λ(T ) = 10−2110[log10(T/TM )]2χ(T ) (20)

and

χ(T ) =


1 for T > T1,

T−T0

T1−T0
for T0 < T < T1,

0 for T < T0.

T0,T1,TM are fitting parameters adjusted to simulate

radiative losses and medium opacity. In the chromo-

sphere, our formulation of radiative losses ensures that

the temperature cannot exceed a threshold value defined

here by T0 = 6500K. T1 and TM define the temperature

range of the transition region. We choose T1 = 2×104K

and TM = 2× 105K.

3. CONSTRAINING FREE PARAMETERS WITH

SOLAR ORBITER DATA

The first solar encounters of the Parker Solar Probe

and Solar Orbiter missions have offered an excep-

tional context for testing ISAM against a multitude

of datasets. We provide further tests here by exploit-

ing the results from a recent magnetic connectivity

study of Solar Orbiter data carried out by Dakeyo et al.

(2024). In their work, proton measurements from the

Proton-Alpha Sensor (PAS) (Owen et al. 2020; Louarn

et al. 2021) were used in combination with interplane-

tary magnetic field observations from the magnetometer

MAG (Horbury et al. 2020), and a magnetostatic model

of the corona and interplanetary magnetic field to con-

nect wind properties to their coronal sources.

The free parameters of the model, related to the

geometry of the solar magnetic field (Eq 12) and the

heating terms described in Section 2, can be further

constrained on the basis of this Solar Orbiter study.

This is illustrated in Figure 2 which presents the re-

lation between the photospheric field strength (B0) as

a function of the expansion factor (fmax) of magnetic

field lines connected to each solar wind parcel measured

by PAS. The wind velocity (U) measured by PAS is also

indicated by the color scale. These measurements cover

from 01/08/2020 to 17/03/2022, which corresponds to

the rising phase of the solar minima.

The expansion factor computed by Dakeyo et al.

(2024) and appearing in Figure 2 is calculated with a

Potential Field Source Surface (PFSS) extrapolation of

solar magnetograms (Altschuler & Newkirk 1969). In

PFSS models, the magnetic field is assumed radial at

the photosphere and at a theoretical spherical surface

of heliocentric radius rss called the source surface. Typ-

ically, this radius is taken to be rss = 2.5R⊙ to mimic

the radial rays of solar eclipses (Wang & Sheeley 1991).

Since the field remains radial beyond that surface, the
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Figure 2. Scatter plots of the photospheric magnetic field
strength B0 measured by Solar Orbiter, and the expansion
factor fss computed from a PFSS model (Dakeyo et al. 2024).
The data shown cover from 01/08/2020 to 17/03/2022 cor-
responding to the end of the solar minima. The values of
the associated solar wind speeds at Solar Orbiter are dis-
played by the color code defined by the color bar. Panel a:
B0 − fss relations for connectivity points rooted at high lat-
itudes (> 45◦). The black line corresponds to the relation
B0 = f(fss) used for our high latitude (HL) simulation se-
ries (Eq 21). Panel b: the B0 − fss relations for connectivity
points rooted at low latitudes (< 45◦). The black line cor-
responds to the relation B0 = f(fss) used for our (LL) low
latitude simulation series (Eq 22). For all panels, the black
crosses correspond to the B0 associated with our fmax sam-
ple.

expansion factor fss of the magnetic field between the

photosphere and the source surface is exactly equal to

fmax. We will therefore use fss for the rest of this study

to indicate the asymptotic value of the expansion factor.

Figure 2a reveals a positive correlation between the

magnetic footpoint strength B0 and the expansion of

the field line fss, especially for lower fss for which the

correlation is clearer with a smaller scattering. This de-

pendence of fss on B0 means that the total energy flux

term defined as FTot
B0

= F cor
B0

+ FTR
B0

and the coronal

heating scale height are not independent parameters.

B0 is less and less correlated to fss as fss increases and

the Figure 2b reveals that solar winds sharing similar

fss can originate on magnetic flux tubes with very dif-

ferent B0.

The correlation between the footpoint field strength

and the expansion factor shown in Figure 2 is expected

from equation 12 since B(rss) undergoes little variation

in comparison with B0. The reason B0(fss) in Fig. 2a

levels off much more sharply than in Fig. 2b is also

expected since source regions located at high latitudes

are not associated with strong magnetic fields unlike the

active region belts.

Most of the wind parcels originating from high-

latitude (polar) coronal holes points, shown in Figure

2a, follow the well-known anti-correlation between wind

velocity and expansion factor (Wang & Sheeley 1990)

as noted in Dakeyo et al. (2024). This anti-correlation

is however not as strongly verified for wind parcels

originating from low-latitude (Figure 2b). This is sup-

ported by past magnetic connectivity studies (Wang

2016), which compared the coronal magnetic field with

solar wind properties and found very little correlation

between B0 and the solar wind speed measured near

Earth.

The upper part of the B0(fss) distribution of Figure

2b is characterised by the presence of fast winds origi-

nating from low latitude active region belt. These solar

wind streams could undergo a different acceleration

regime.Dakeyo et al. (2024) showed that these winds

become supersonic inside the region of magnetic field

super-radial expansion, well below the source surface.

They relate these unusually high speeds as the result

of an early supersonic flow which is further accelerated

by a de Laval nozzle effect (Seifert et al. 1947) in the

strongly diverging field (very high fss) in the low corona.

We will show that this early supersonic flow is driven

by a combination of strong heating at the coronal base

(due to high B0) and significant flux tube expansion (de

Laval nozzle effect).

PFSS reconstructions should be used with caution

especially during (1) elevated activity levels, (2) in the

direct vicinity of active regions or (3) near streamer

structures and their associated current sheets. For this

reason we consider statistical trends from Fig. 2 instead

of individual points that may be prone to significant

backmapping errors. An analysis of the uncertainties

in backmapping was carried out in Dakeyo et al. (2024)

and we refer the reader to their appendix A for further

information. During the preparation of their study they

also compared the estimated source locations directly

with ultraviolet imaging of corona holes (private com-

munication) and confirmed that the wind population

associated with moderate wind speeds of 400−600km/s

and elevated expansion factors are rooted in low-latitude

narrow (less than 5 degrees in width) coronal holes with

strong magnetic field strengths. This magnetic connec-

tivity was found to be long-lasting (1-2 days) due to the
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spread of expanding field lines. One should note that

low-latitude coronal holes produce typically slow solar

wind especially during solar maximum periods.

The high U , high fss values are related to special

conditions at the source of the solar wind. The present

paper investigates whether very strong base heating

related to high surface magnetic fields (input energy

flux) could be the source of extra acceleration. This

was of course not necessarily expected since strong base

heating induces higher mass flux evaporated into the

tube. What we find is that for the strongest base heat-

ing (highest values of B0) the enhanced mass flux in the

tube contributes to saturate the maximum speed in the

range of 500 − 550km/s which corresponds roughly to

the fastest winds measured by Parker Solar Probe and

Solar Orbiter close to the Sun.

The correlations shown in Figure 2 can be used to

reduce the number of free parameters of our model by

providing relations between base heating B0 and field

geometry fss. To this end, we fitted two different parts

of the distribution to capture the variety of observed

solar wind conditions associated with B0-fss relations.

The two fits follow the lowest and highest part of the

B0(fss) distribution, corresponding respectively to a

high latitude simulation series (named HL) and low

latitude simulation series (LL).

The parametric equation describing these fit are :

BHL
0 = 70× tanh

(
fss
20

)
G (21)

BLL
0 = 3.2× f1.1

ss G (22)

These relations, combined with our heating prescrip-

tion described in Section 2.3.2, make fss the free pa-

rameter that defines not only the field geometry and

its effect on the divergence terms in the conservation

equations, but also the heating scale height Hf and the

energy flux FB0 through B0.

Each simulation series to follow in the next section is

made of nine simulations corresponding to B0-fss pairs

indicated by the black crosses in Figure 2. The nine

simulations correspond to nine values of the expansion

factors fss = 2, 3, 5, 8, 10, 13, 20, 25, 30. The three simu-

lations series share the same three first B0-fmax values

situated on the superposed portions of the black blue

curves.

4. WIND SIMULATIONS FOR HIGH-LATITUDE

CORONAL HOLES

We begin by modeling the solar wind emerging from

a polar coronal hole by considering the HL simulation

series defined in the previous section. The lower bound-

ary conditions and all input parameters are shown in

Table 1. The simulation results are compared to remote

sensing and in-situ observations in Figure 3.

The profiles extend from the highly collisional pho-

tosphere at 1 × 10−3R⊙ (∼ 700 km) to 20R⊙, in the

collisionless solar wind. The transition region visible as

the sharp transition in plasma moments located near

3 × 10−3R⊙(∼ 2000 km) agrees closely with the tem-

perature and density jumps given by the non-Local

Thermodynamic Equilibrium (LTE) radiative model of

(Avrett & Loeser 2008) shown as black profiles in the

different panels.

Increasing fss reduces Hf which has for main effect

to concentrate coronal heating below the sonic point, in

the still collisional part of the corona. Heating in this

region increases the base temperature, the conductive

heat flux towards the transition region, thereby raising

its pressure and chromospheric evaporation. This in-

creases mass flux and therefore the density in the low

corona. These effects are visible in panels (a)-(d) where

n, Tp, Te and U all increase in the lower corona with

increasing values of fss. The increased coronal pres-

sure pushes the transition region Sunward and the best

correspondence between our model and the Avrett &

Loeser (2008) profiles is obtained for the highest values

of fss.

Concentrating energy deposition in the lower atmo-
sphere decreases the energy available for solar wind

acceleration in the upper corona. The highest terminal

wind speeds are obtained for the smallest expansion fac-

tor values fss = 2, 3, 5, the associated curves agree with

the temperatures and speeds derived from spectroscopic

observations made with SoHO/UVCS of polar coronal

holes (Cranmer 2020).

Increasing fss results in a progressive decrease in

wind speed and pushes the bulk of the wind acceler-

ation higher up in the solar atmosphere. The lowest

terminal wind speeds are for fss = 20, 25, 30 and their

acceleration follows closely that of transient structures

released in the heliospheric current sheet observed as

’blobs’ by coronographs onboard SoHO and STEREO

(Abbo et al. 2016) (shown as blue dots in Figure 3d).

We do not expect wind velocities to be lower than
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Input parameters

fmax 2 3 5 8 10 13 20 25 30

B0 (G) 2.9 4.3 7 10.9 13.2 16.4 21.8 24.3 25.9

HTR
f (10−2R⊙) 1 1 1 1 1 1 1 1 1

Hcor
f (R⊙) 2.6 1.9 1.3 0.9 0.77 0.63 0.46 0.39 0.33

FTR
B0

(105 erg cm−2 s−1) 1.25 1.85 3 4.69 5.7 7.1 9.4 10.5 11.1

F cor
B0

(105 erg cm−2 s−1) 2.5 3.7 6 9.38 11.4 14.2 18.8 21 22.2

rswp (R⊙) 4.80 3.6 2.5 1.68 1.5 1.2 0.8 0.7 0.6

rswe (R⊙) 6.8 4.3 2.6 1.63 1.3 1.0 0.6 0.5 0.4

Table 1. Input parameters for the different simulations within the high latitude series (HL) calculated using Eq 15, 16,17, 21.
rswe and rswp have been chosen to fit PSP data at 20R⊙

that of blobs considered ’passive’ structures entrained

in the slow wind (Sheeley et al. 1997; Réville et al. 2020).

Collisions in the lower corona maintain Te ≈ Tp un-

til the medium becomes collisionless and Te and Tp

begin to differ near 3 × 10−1R⊙ (∼ 2000 km) for the

fastest winds but at higher altitudes for the slower

winds. The simulations shown in Figure 3 also retrieve

the well-known correlation between Tp and U and the

anti-correlation between Te and U in the escaping solar

wind (Dakeyo et al. 2022). Comparing Te and Tp at

the outer boundary with particle measurements by PSP

(black vertical lines with caps shown in panels b and c)

provided by (Dakeyo et al. 2022), we see that the sim-

ulations slightly overestimate the range of temperatures.

We also note from Figure 3b,d that for the fast wind

to have speeds of at least ∼ 600 km/s, simulated pro-

ton temperatures must exceed those inferred in coronal

holes from spectroscopy as well as in the nascent solar

wind measured in-situ by PSP. This points to the well-

known result that thermal pressure gradients are not

sufficient to produce the highest wind speeds measured
in-situ and additional sources of momentum must be

considered (Pierrard & Peters de Bonhome 2024; Cran-

mer et al. 2007). This missing momentum source will

be addressed in section 7.

5. SOURCE TEMPERATURES AT HIGH

LATITUDES

Figure 4 presents in situ measurements by the Ad-

vanced Composition Explorer (ACE) of the oxygen

charge state ratios nO7+/nO6+ for the period 06/02/1998

to 21/08/2011. The distribution exhibits the well-

known anti-correlation between source temperature

(nO7+/nO6+) and wind speed introduced earlier which

implies a seemingly hotter source for slower solar winds.

The slow wind also tends to have a broader range of

possible source temperatures if we consider the plot is in

logarithmic scale. As already discussed, this is consis-

tent with the multi-component nature of the slow wind

indicating different possible conditions at the source

and/or different formation mechanisms. The high-

est charge state ratios (CSRs) come from slow winds

originating in the vicinity of coronal streamers where

enhanced charge states could result from coronal loops

material ejected into the solar wind by reconnection

with open field lines which may provide an explana-

tion for their high value (Rouillard et al. 2021; Sheeley

et al. 1997; Sanchez-Diaz et al. 2017; Réville et al. 2020;

Réville et al. 2022). In the framework of the quasi-static

theory, the modeling of these winds is not considered.

The periods identified in D’Amicis & Bruno (2015) of

slow winds sharing similar Alfvénicity and compressibil-

ity to the fast wind are plotted as red dots in Figure 4.

The fast wind periods also identified by these authors

during this solar maximum period are shown as green

dots. These fast and slow winds could be considered

a continuum determined by the expansion rate of the

coronal magnetic field. For these two wind components,

we can still observe an anti-correlation of the CSRs

with wind speed that can be investigated using our HL

ISAM simulations tested in the previous section against

a broad range of observations.

Charge-state ratios nO7+/nO6+ were calculated from

the ISAM simulations in two different ways in the

present paper: (1) by using the electron moments mod-

elled by ISAM as input to a solution of the system of

continuity equations in Ko et al. (1997) (detailed in Ap-

pendices A and C), (2) by solving for the full transport

and ionisation of heavy ions treated as an additional

population in ISAM. The two approaches gave similar

results that are presented in Appendix D. A direct solu-

tion of the heavy ion transport accounts for differential

flows that are found to induce slightly higher ionisation
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Figure 3. Simulation results for the high latitudes (HL) series as a function of height above the photosphere. The colormap
indicates the fss value associated with each simulation. Panel (a) : Proton density compared with observations : blue crosses
correspond to SOHO-SUMER off-limb measurement from Landi (2008), blue diamonds correspond to UVCS measurement from
Cranmer (2020). Panel (b) : Proton temperature compared with observations : grey patches correspond to UVCS measurement
from Cranmer (2020), black vertical lines with caps corresponds to measurement of Parler Solar Probe (Dakeyo et al. 2022). Panel
(c) : Electron temperature compared with observations : blue triangles correspond to SOHO-SUMER off-limb measurement
(Landi 2008), grey patches correspond to UVCS measurement from Cranmer (2020), black vertical lines with caps corresponds
to measurement of Parler Solar Probe (Dakeyo et al. 2022). Panel (d) : Proton velocity compared with observations : grey
patches correspond to UVCS measurement from Cranmer (2020), blue dots between correspond to blobs velocity in the HCS
measured by SOHO/LASCO and by the Solar TErrestrial RElations Observatory STEREO/COR (Abbo et al. 2016). Panel (e)
: Oxygen charge state ratio nO7+/nO6+ calculated using the method described in appendix A. For Panel (a)-(d) : black profiles
in the chromosphere correspond to non-LTE radiative semi-empirical model from Avrett & Loeser (2008).
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levels than without as discussed in Appendix D.

Figure 4. In-situ measurements by ACE of the ion CSRs
nO7+/nO6+ (panel a) and nC6+/nC5+ (panel b) as a function
of the proton wind speed compared with solutions of equation
A1. The light grey dots represent the solar minimum cor-
responding to the period 04/09/2006 to 24/09/2009. The
dark grey dots represent the solar maximum corresponding
to the period 07/04/1999 to 22/12/2003. Black crosses cor-
respond to solutions of equation A.1 associated to the high
latitude (HL) simulation series. The data corresponding to
the time intervals of the fast wind, Alfvènic slow wind, and
non Alfvènic slow wind identified in the study of D’Amicis
& Bruno (2015) are shown as green, red and black dots and
stars respectively.

The charge-state ratios shown in Figure 3(e) and also

reported in Figure 4 were therefore computed using

the simpler and less computationally intensive method

of Ko et al. (1997). As seen in previous studies, the

nO7+/nO6+ evolves rapidly near the transition region

and settles below 1R⊙ remaining invariant further out.

Increasing B0 and its associated input energy flux,

nO7+/nO6+ increases in response to the induced rise in

n and Te. The wind velocity U increases between con-

secutive simulations but it is not sufficient to decrease

nO7+/nO6+ via non-equilibrium effects.

These simulations illustrate how a displacement of en-

ergy deposition towards the base of the corona decreases

the terminal wind speed, increases the coronal base

temperature and density thereby increasing the charge

state of heavy ions. This was already shown by (Wang

et al. 2009) and is verified here further through a more

comprehensive and systematic comparison with a broad

range of datasets. We note from Figure 4 that the sim-

ulated CSRs match the lower values of the distributions

but generally lower than those measured in situ. This

discrepancy will be revisited in section 6 and 7.

6. SIMULATING WIND SOURCES FROM THE

ACTIVE REGION BELT

A significantly enhanced input energy flux is expected

for wind sources located within the active region belt

where the strongest photospheric magnetic fields are

encountered. Such conditions correspond to the B0(fss)

values along the upper curve (LL) shown in Figure 2b.

Along this branch, B0 values at fmax = 25, 30 are over

an order of magnitude higher than for the HL runs as

reported in Table 2.

Increasing B0, and therefore the related input energy

flux, forces the wind to transition into a new expansion

regime. For the subset of simulations related to the

highest values of B0(fss), the wind speeds in the low

corona are much higher than for similar fss values in

the HL simulations (Figure 3). Supersonic speeds de-

velop already in the region of strong super-radial field

expansion in the low corona. Kopp & Holzer (1976) and

Dakeyo et al. (2024) studied the effect of such flux-tube

geometry on the wind velocity profiles using polytropic

models and a combination of isothermal and polytropic

modeling, respectively. They showed that when the

sonic point is brought below or within the region of

super-radial expansion, the solar wind experiences a

significant acceleration.

For such a high regime of B0 and fss most of the

energy is deposited in the low corona and the wind

accelerates only gradually in the upper corona to reach

moderately high speeds. Nevertheless, this regime ex-

plains the occurrence of the faster wind speeds (> 450

km/s) observed for high fmax in Figure 2 and discussed

in detail in Dakeyo et al. (2024).

The strong base heating induces some significant chro-

mospheric evaporation into the corona. However, the

increased plasma acceleration and the high fss induce

a significant expansion of the plasma acting to decrease

the density and limiting the rise in temperature in the

low corona. Low densities and increased temperatures

lead to a drop in the collision frequencies allowing a

strong divergence of electron and ion temperatures.

The electrons rapidly decouple from the ions which re-

duces the energy transmitted by collisions to the ions,

resulting in a decrease in the ionic temperature between
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Figure 5. Simulation results for wind sources rooted at low latitudes (LL) as a function of height above the photosphere.
Comparison with observations and models are the same as in Figure 3.
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3× 10−3 (∼ 2000 km) and 4× 10−2 (∼ 27000 km).

According to equation A1, the increase in wind speed

and the decrease in density limit the rise in the ioniza-

tion level. This can be seen in the profiles corresponding

to the second expansion regime (fss = 25, 30) in Figure

5) where the high velocities (up to ∼ 200km/s) and

low densities in the collisional region of the corona re-

sult in oxygene CSRs no longer following the increasing

trend, falling below the charge ratios associated with

the fss = 13, 20 profiles.

The carbon and oxygen CSRs from our LL simulation

series were calculated from equation A1 (as for the HL

simulations series) and are compared with the in-situ

ACE measurements in Figure 6.

The two B0(fss) relations (Figure 2) considered for

the high-latitude (HL) (Figure 3) and low-latitude (LL)

simulation (Figure 5) provide the lower and upper lim-

its of base heating conditions and of possible CSRs.

These simulations provide an interpretation for the anti-

correlation between wind velocity and CSRs. However,

as with other attempts to model CSRs with thermal

models (Cranmer et al. 2007; Oran et al. 2015), CSRs

values are below those measured in situ. Even the LL

series winds with the highest electron temperatures at

the base provide CSR values that are below the center

of the distribution.

Past modeling studies obtained even lower nO7+/nO6+

values below observations by a factor 10, demonstrating

further that thermal models are unable to retrieve the

observed charge states (Cranmer et al. 2007; Cranmer

2014; Oran et al. 2015). Additional processes should be

considered and we now consider the combined effects of

non-thermal particles on the solar wind properties and

charge-state ratios.

7. WIND SOLUTIONS INCLUDING

SUPRATHERMAL ELECTRONS:

Non-thermal particle populations are ubiquitous in

the solar wind as detected in numerous measurements

of particle velocity distribution functions (Montgomery

et al. 1968; Feldman et al. 1975; Pilipp et al. 1987; Mak-

simovic et al. 1997). Suprathermal electrons tend to

follow a kappa or generalized Lorentzian velocity distri-

bution in the solar wind (Vasyliunas 1968). The high-

energy tail then follows a power law in particle velocity:

Figure 6. In-situ measurements by ACE of the ion CSRs
nO7+/nO6+ (panel a) and nC6+/nC5+ (panel b) as a function
of the proton wind speed compared with solutions of equation
A1. The light gray dots represent the solar minimum corre-
sponding to the period 04/09/2006 to 24/09/2009. The dark
gray dots represent the solar maximum corresponding to the
period 07/04/1999 to 22/12/2003. Black crosses correspond
to solutions of equation A.1 associated to the low latitude
(LL) simulation series.

fκ(ve, κ) = ne

(
me

2πkBTe

) 3
2 Γ(κ+ 1)

κ
3
2Γ(κ− 0.5)

[
1 +

v2e
κθ2e

]
(23)

where ve is the microscopic velocity of electrons, Γ

is the Gamma function, θe =
√

2kBTe

me
is the thermal

velocity of electrons and κ is the parameter characteriz-

ing the amplitude of the supra-thermal population with

fκ(ve, κ = ∞) = fMaxwellian(ve). It is important that

κ > 3/2 so that the integral of the distribution function

converges and the moments are well defined.

Past modeling studies suggest the existence of

suprathermal electrons already in the corona based on

considerations of coronal turbulence (Roberts & Miller

1998), heating processes involving obliquely propagat-

ing finite-amplitude electromagnetic waves (Viñas et al.

2000), nanoflares (Che & Goldstein 2014) and resonant

interactions with whistler waves (Vocks & Mann 2003).

Suprathermal electrons become collisionless in the

mid-corona (∼ 2× 10−1R⊙), a subset of electrons have

sufficient energy to overcome the Sunward directed elec-
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Input parameters

fmax 2 3 5 8 10 13 20 25 30

B0 (G) 2.9 4.3 7 13.8 17.6 23.5 37.8 48.3 59.0

HTR
f (10−2R⊙) 1 1 1 1 1 1 1 1 1

Hcor
f (R⊙) 2.6 1.9 1.3 0.9 0.77 0.63 0.46 0.39 0.33

FTR
B0

(105 erg cm−2 s−1) 1.25 1.85 3 5.54 7.6 10.1 16.25 20.52 25.35

F cor
B0

(105 erg cm−2 s−1) 2.5 3.7 6 11.8 15.2 20.2 32.5 41.5 50.7

rswp (R⊙) 4.80 3.6 2.5 1.68 1.5 1.2 0.8 0.7 0.6

rswe (R⊙) 6.8 4.3 2.6 1.63 1.3 1.0 0.6 0.5 0.4

Table 2. Input parameters for the different simulations within the low latitudes series (LL) calculated using Eq 15, 16,17, 22.

trical and gravitational forces and escape into the solar

wind. These escaping electrons contribute to the accel-

eration of the solar wind via the ambipolar electric field

(Pierrard & Peters de Bonhome 2024). Our thermal

model based on bi-Maxwellian particle distributions

could not produce terminal wind speeds of ∼ 700km/s

from the measured coronal temperatures (see sections 4

and 5). Additional effects must occur and the ambipolar

electric field generated by suprathermal electrons could

be the missing force to accelerate the solar wind. In the

low corona, high-energy electrons should also increase

the CSRs of heavy ions (Cranmer 2014; Oran et al.

2015; Ko et al. 1996). This section investigates jointly

the effects of non-thermal electrons on the solar wind

energy budget and ionisation levels of heavy ions.

Exospheric models of the forming solar wind are the

simplest approach to model the evolution and effects

of the electron distribution function. They assume the

absence of Coulomb interactions between particles af-

ter a certain altitude, referred as the exobase (Pierrard

et al. 2021). Each electron is therefore uniquely subject

to external forces, including the electric, gravitational

and Lorentz force. These simplifications combined with

a stationarity condition and a predefined distribution

function at the exobase permit an analytical solution

of the Vlasov equation to get the radial profile of the

velocity distribution function. Inclusion of the ambipo-

lar electric force in ISAM was carried out by using the

exospheric model of Pierrard et al. (2023), the modelled

ambipolar electric field was included as an extra force

in the momentum equation (2).

We included the ambipolar electric field to three

characteristic simulations taken from our two sets of

simulations: a fast (fss = 5) and slow (fss = 20) wind

simulation taken from the HL set (representative of

sources inside polar coronal hole), and a slow wind

(fss = 25) simulation taken from the LL set (represen-

tative of sources located near active regions). We will

refer to them respectively as HL5, HL20, LL25. We used

these three simulations to first compute the location of

the exobase identified as the inflection point in the wind

acceleration profile and found ∼ 0.7R⊙, 2R⊙ and 2.3R⊙
respectively for HL5, HL20 and LL25. The ISAM pro-

files for n, U , Tp, Te taken at the exobase were then

given as input for the exospheric model. The latter was

run for different values of κ providing radial profiles of

the ambipolar electric field. To avoid the discontinuity

caused by the abrupt inclusion of the electric field at

the exobase in ISAM, we added a smoothly decreasing

function to the electric field in the sunward direction.

A κ = 6 provided the best fit between modeled and

observed plasma moments as shown in Figure 7. As ex-

pected the additional momentum source provided by the

applied ambipolar electric field induces wind speeds in

excess of ∼ 600km/s for observed proton temperatures

of ∼ 2 × 106K. A κ = 6 is consistent with the values

2 < κ < 6 inferred by (Gloeckler et al. 1992; Maksimovic

et al. 1997) from electrons measured in-situ.

We then calculate the CSRs for these 3 winds by

taking into account the enhancement of ionisation asso-

ciated with a kappa distribution with κ = 6. To this end

we follow an approach similar to Ko et al. (1996). To

use the ionisation/recombination rates pre-calculated

for Maxwellian electron distributions, the kappa distri-

bution is first approximated by a sum of Maxwellians,

each characterised by a different density and tempera-

ture. The resulting ionisation and recombination rates

are then the sum of the ionisation and recombination

rates determined from the Maxwellians. The method is

further described in Appendix C.

The new CSRs values for our HL5, HL20 and LL25

simulations are reported in Figure 8 and compared with

CSRs calculated using a Maxwellian eVDF from their

associated simulations without the inclusion of ambipo-

lar electric field.
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Figure 7. Result of the simulation including the ambipolar
electric field obtained with the exospheric model (Pierrard
et al. 2023) and applied in ISAM for κ = 6. Solid, dashed
and dotted red lines corresponds respectively to profiles from
HL5, HL20 and LL25 simulations. The rest of the notation
is the same as in Figure 3.

The addition of a suprathermal population has two

effects visible in Figure 8 : the ambipolar electric field

increases the terminal velocity of the winds and the high

energy tail of the distribution enhances the ionisation

and thus the CSRs. For the three simulations consid-

ered HL5, HL20 and LL25, we obtain a enhancement of

CSRs by a factor ∼ 3 − 10 for C6+/C5+ and a factor

∼ 10−30 for O7+/O6+. This results in a better fit of the

oxygen CSR with solar maximum measurements, while

the carbon CSR fits better with solar minimum mea-

surements. Adding the effect of suprathermals makes

it possible to recover CSR values that are consistent

with the measurements, while retaining the character-

istic anti-correlation between wind speed and CSRs.

8. DISCUSSION AND OUTLOOK

In this study, a plasma transport model extending

from the chromosphere to the solar wind was used to

model the thermodynamic coupling between the dif-

ferent layers of the solar atmosphere, in the estimated

source region of the solar wind measured by Solar Or-

biter. Neutral particles were included to model ionisa-

Figure 8. Comparison of in-situ measurements by ACE
of the ion CSRs at solar minima with solutions of equation
A1 . The light grey dots represent the solar minimum cor-
responding to the period 04/09/2006 to 24/09/2009. The
dark grey dots represent the solar maximum corresponding
to the period 07/04/1999 to 22/12/2003. Black squares cor-
respond to solutions of equation A1 from HL5, HL20 and
LL25 simulations assuming a Maxwellian distribution func-
tion. Red diamonds correspond to solutions of equation A1
assuming kappa distribution function. The black lines link-
ing the squares and diamonds link the simulations including
suprathermal effects to their associated simulation without
suprathermal effetcs. Panel (a) : nC6+/nC5+ charge state
ratio distribution Panel (b) : nO7+/nO6+ charge state ratio
distribution

tion processes and equilibria near the transition region.

The spatial distribution of coronal and solar wind

heating was based on heating functions (Withbroe 1988;

Pinto & Rouillard 2017) that have been shown to match

approximately the energy deposition by a turbulent cas-

cade of Alfvén waves. In this respect, the spatial distri-

bution of the energy deposition was made dependent on

the large-scale magnetic field properties. The expansion

rate of the magnetic field lines, along which the solar

wind expands, controls the gradient in Alfvén speed,

which in turn controls the reflection of Alfvén waves

and the distribution of dissipation with height. The

footpoint field strength was taken to be proportional

to the Alfvén wave energy flux injected at the base of

the tube. This corresponds to perpendicular velocity

perturbations at the inner boundary. The expansion

factor and the surface field strength, taken from the

connectivity study of Dakeyo et al. (2024), were found

to be correlated over ranges of low to medium expansion

factor values (fss ≲ 20).
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With these constraints, our first goal was to verify

that the model can reproduce recent in-situ measure-

ments of solar wind properties by PSP and SolO in

conjunction with a wide range of coronal source prop-

erties given by remote sensing observations. A para-

metric study was carried out, and we present a set

of simulations that well reproduced wind properties

originating from high and low latitudes. This work con-

firmed previous results showing that in models coupling

the different layers of the low solar atmosphere, the

height of the energy deposition strongly influences the

wind properties through a number of mechanisms such

as chromospheric evaporation, and thermal expansion

above and below the sonic point. This work retrieves

the well-known anti-correlation between wind speed and

expansion factors, especially for solar wind originating

from high latitudes. For the solar wind originating from

low latitudes, i.e. footpoints in the vicinity of strong

photospheric magnetic field, which is also associated to

large coronal heating, the solar wind undergoes a signifi-

cant expansion pushing the sonic point below the region

of strong magnetic field expansion. We see that this

regime leads to a strong acceleration of the solar wind

in the low corona as already discussed by Dakeyo et al.

(2024) using their iso-poly wind model. This expansion

regime could also explain the elevated plasma speeds

(∼ 100 − 200 km/s) inferred near wind sources from

remote-sensing observations (Bemporad 2017) or the

persistent outflows observed by coronal spectroscopy on

the edge of active regions with velocities exceeding 100

km/s as inferred by (Harra et al. 2008). Although the

latter outflows have been interpreted as source locations

of the solar wind and our simulations provide some the-

oretical support, it should be noted that they could also

result from plasma transport along large-scale magnetic

loops.

The aim of our study was to gain more insight into

the mechanisms that control the charge state of heavy

ions, or equivalently, the electron temperature, at the

sources of the different types of solar winds. For the

high latitude source regions, when energy deposition

is concentrated at lower/upper heights in response to

strong/weak magnetic flux tube expansions, the charge

state increases/decreases. This naturally produces an

anticorrelation between ion charge state and solar wind

speed and remains clear if the surface field strength is

not too strong. This interpretation was already pro-

posed in Wang et al. (2009) and explained in terms of

Alfvén wave dissipation by Cranmer (2020). We show

in addition that the electron temperature at the low-

latitude sources increases significantly due to the sig-

nificant heating that occurs in these regions. However,

the increase in charge state is limited by the significant

plasma expansion.

Overall, the simulated ion charge states are slightly

lower than those measured in the solar wind (Figure 6

and 4). Since the coronal source temperatures can also

be inferred from spectroscopic observations and are in

agreement with the simulated ones (Figures 3 & 5), ad-

ditional effects not included in our model must lead to

higher charge states in the low corona. Our simulations

also show that, at the observed coronal temperatures, a

purely thermally driven solar wind cannot reach speeds

above 600 km/s, in contrast to observations of the

fast solar wind (Figure 3). Both drawbacks could be

overcome by inferring the presence of suprathermal

electrons in the corona. Using an exospheric model, we

show that these non-thermal particles help to increase

the ionisation of heavy ions through collisions, as well

as the acceleration of thermal protons through the de-

velopment of a polarising electric field. We find that a

non-thermal population represented by a kappa func-

tion with a kappa parameter of around 6 leads to good

agreement with observations. This value of kappa is

slightly lower than the one inferred by Cranmer (2014).

PSP detected surprisingly little wind near the Sun

with speeds in excess of 500 km/s (see, e.g., Rivera et al.

2024; Samara et al. 2024), and additional effects not ac-

counted for in the present study contribute to the ac-

celeration of the fast solar wind to beyond 600 km/s in

the inner heliosphere (Rivera et al. 2024). We note that

additional sources of momentum could be imparted to

protons by other mechanisms, such as reconnection out-

flows above transient events such as brightpoints known

to occur at the base of the solar corona (Griton et al.

2020; Gannouni et al. 2023; Hou et al. 2024). These

reconnection events have been associated with the oc-

currence of jets and microstreams in the solar wind

(Gannouni et al. 2023) as well as potential contribu-

tors to additional ionisation of heavy ions (Hou et al.

2024). A future study could attempt to run the ISAM

model along time-evolving magnetic field lines (i.e. af-

ter reconnection events) as ISAM is able to model non-

inertial effects. This is done regularly to model iono-

spheric convection with the ionospheric version of the

model employed here (Marchaudon & Blelly 2015). An-

other source of proton acceleration could also come from

momentum exchange with alpha particles, which are

known to be differentially heated in the source of the

fast solar wind (Stansby et al. 2019). As alpha par-

ticles are an important species, they also modify the
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electron/temperature scale heights and possibly the ion-

isation rates of heavy ions along the flux tubes. These

aspects are the subject of an ongoing study that will be

submitted for publication in the coming months.
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APPENDIX

A. CHARGE STATE CALCULATION METHOD

As ions are transported through the solar atmosphere, they undergo ionization and recombination where collisions

with electrons are significant. In a stationary hypothesis and in the absence of differential flows between different

ionization states within an element, we can combine the conservation equations associated to each ionization state

to get a matrix differential equation describing the radial evolution of the ionic fraction yi = ni/(Σ
Z
i=0ni) where the

subscript i indicates the ionization state of the element considered (Ko et al. 1997).

u
∂yi
∂r

= ne (yi−1Ci−1(Te)− yi(Ci(Te) +Ri−1)(Te) + yi+1Ri(Te)) (A1)

ΣZ
i=0 yi = 1 (A2)

Where ne is the electron density, Te the electron temperature, u the single velocity for all the ionization state, Ci

the ionization rate (including collisional ionization and autoionization) and Ri the recombination rate (including

radiative recombination and dielectronic recombination). The reaction rates are taken from the CHIANTI 10.0.2

Atomic Database (Dere et al. 1997; Del Zanna et al. 2021). This system of equations is solved using the method

described in appendix B.

This method has the advantage of being fast compared to the Runge-Kutta method, but could not be used when the

lower boundary condition was situated before the sharp gradients of the transition region. We nevertheless chose this

method by setting our boundary condition right after the transition region, where collisions are still important and

an ionisation equilibrium can still be considered. To test this approach and the hypothesis of negligible differential

flows, we compared the results given by this method for the charge-state ratios nO7+/nO6+ with the solution given by

a full resolution of Oxygen from the bottom of the chromosphere to the solar wind on a fixed background of protons

and electrons using ISAM. This point is discussed in Appendix D. The results of the comparison gave no significant

difference on nO7+/nO6+ , indeed, the full coupling of Oxygen have shown no significant differential flows in the region

where the charge state evolves.

Looking at equation A1, we see that when collisions become too rare (attained either when the density is very

low, the temperature is very high or both) the right-hand side vanishes and the ionic fraction remains invariant along

the flow trajectory. This is true only when no differential flows are considered, as a relative velocity between ionization

states can alter their relative densities leading to an evolution of the ionic fraction even in the collisionless regime.

The vanishing of the right-hand side can also happen when the velocity of the flow is so high that a plasma parcel

cannot reach ionization equilibrium while in the collisional part of the corona. Conversely, a low flow velocity and/or

a very high collision rate result in ionization equilibrium.

It is important to note that the velocity u in A1 is the velocity of the ion considered. In the case of this para-

metric study, we ran our model for protons and electrons, not heavy ions. Hence, we could not provide the velocity

profile of minor ions, instead we provided the velocity of protons. This is equivalent to say ui = up where up is the

velocity of protons. This is a reasonable assumption as the region where charge state evolves is still collisional, forcing

ui ≈ up by friction. This hypothesis has been done in the majority of the literature solving A1 using Te, ne, ui given

by solar wind models.

The recombination and ionization rates given by CHIANTI are calculated assuming a Maxwellian distribution
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function but the presence of non-Maxwellian features such as a suprathermal electron population would have the effect

of enhancing these rates, thus the charge state ratios. In this case, the method presented here has to be adapted. This

point is discussed in section 7 and Appendix C.

B. RESOLUTION METHOD FOR THE IONIC FRACTION EVOLUTION

Equation A1 is of the following form :
dyi
dr

= Aijyj (B3)

Where the matrix Aii is defined as

Aii = −ne

u
(Ci +Ri−1) (B4)

Ai,i−1 =
ne

u
Ri (B5)

Ai,i+1 =
ne

u
Ci−1 (B6)

The general solution of this equation is :

yi(r) = yi(r0) exp(Bji) (B7)

where r0 is the height of the boundary condition yi(r0), Bji =
∫ r

r0
Aji(r

′) dr′. The integral Bji is computed nu-

merically using the trapezoidal rule. We then diagonalize numerically Bji = VjiDii(V
−1)ji. Where Vji and Dii are

respectively the matrix of eigenvectors and the diagonal matrix of eigenvalues. With Dii being diagonal, we can write

exp
(∫ r

r0
Aji(r

′) dr′
)
= Vjiexp(Dii)(V

−1)ji. Where

exp(Dii) = diag
(
eλ1 , eλ2 , ...., eλn

)
(B8)

With λ1, λ2, ...., λn, the eigenvalues of Aij .

The solution is then computed by solving B7 using B8 and taking r0 to be right after the transition region.

C. IONISATION/RECOMBINATION RATES FOR A KAPPA DISTRIBUTION

The sum of N Maxwellian distribution functions each characterized by a different density and temperature.

fΣ
M (ve, T

1
e , T

2
e , .....T

N
e , n1

e, n
2
e, ....n

N
e ) =

N∑
j=1

nj
e

(
me

2πkBT
j
e

) 3
2

e

(
mev2

e

2kBT
j
e

)
(C9)

We choose the following error function

ϵerr =
∑
ve

(
| ln fκ| − | ln fΣ

M |
)2

(C10)

Fitting fκ relies on the minimization of the error function ϵerr by finding the optimal combination of parameters

(T 1
e , T

2
e , .....T

N
e , n1

e, n
2
e, ....n

N
e ) for each Maxwellian distribution. The best fit of fκ by fΣ

M is determined using the

minimisation algorithm of the fminsearch function in MATLAB. We proceed to this minimisation for each grid point

of our profiles. The result of the fit is given in Figure 9 for N = 8, κ = 6 at the altitude r = 0.1R⊙.

The total ionization and recombination rates are then given by :

C =
1

ne

N∑
j=1

nj
e Cj(T

j
e ) (C11)

R =
1

ne

N∑
j=1

nj
e Rj(T

j
e ) (C12)

The ionic fraction is then calculated by solving A1 using the new ionisation and recombination rates. We tried different

κ values and their associated increase in charge state ratio nO7+/nO6+ and we have determined that κ = 6 is the most

adapted choice, which is consistent with the profiles obtained when the ambipolar electric field induced by a Kappa

eVDF with κ = 6 is included (Section 7).
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Figure 9. Fit of a kappa function with κ = 6 by 8 partial Maxwellians. The black curve corresponds to the kappa function.
The red curve corresponds to the sum of the 8 partials Maxwellians.

D. SOLVING FOR OXYGEN IONS

A self-consistent simulation of oxygen and all its ionization states was performed to demonstrate that the method

described in Appendix A was an appropriate means of modelling the ionic fraction evolution. The modelling of oxygen

with ISAM alleviates the hypothesis of equation A1 by allowing for differential velocities between ions. Because of

the numerical difficulty of a self-consistent simulation of e, H, O and all their ions, we simply simulate a wind for

e,H,p and fix it when convergence is reached. On this fixed background, we then solve for oxygen and all its ions

O,O+, O2+, ......O8+. We justify this procedure by the small impact that the oxygen fluid has on the dynamics of

hydrogen because of its very low density in the solar wind. This allows us to reduce the simulation time considerably.

Figure 10, panel (b), illustrates that the discrepancy between the modeled ratio of oxygen nO7+/nO6+ , using ISAM and

the solution of equation A1 is low. At approximately 1 R⊙, the discrepancy is more pronounced and can be attributed

to an increase in the differential flow between O6+ and O6+ ions. Despite the generation of differential flows, we

conclude that the difference between the two methods is sufficiently low to justify the use of the CSRs modeled by

solving equation A1.

Figure 10. Results of a self-consistent modelisation of oxygen using ISAM.Panel (a) : uO7+ −uO6+ calculated from our model
(dashed line). Panel (b) : Comparison of nO7+/nO6+ from our model (black line) and from solving equation A1 (red cross).
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Réville, V., Velli, M., Rouillard, A. P., et al. 2020, ApJL,

895, L20, doi: 10.3847/2041-8213/ab911d
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Viñas, A. F., Wong, H. K., & Klimas, A. J. 2000, The

Astrophysical Journal, 528, 509, doi: 10.1086/308151

Vocks, C., & Mann, G. 2003, The Astrophysical Journal,

593, 1134, doi: 10.1086/376682

Wang, Y. M. 2016, ApJ, 833, 121,

doi: 10.3847/1538-4357/833/1/121

http://doi.org/10.1023/A:1005117021923
http://doi.org/10.1029/2000JA000409
http://doi.org/10.1051/0004-6361/202141095
http://doi.org/10.1029/97GL00992
http://doi.org/10.1088/0004-637X/814/1/33
http://doi.org/10.1002/2015JA021193
http://doi.org/10.1029/2019JA027672
http://doi.org/10.12942/lrsp-2006-1
https://ui.adsabs.harvard.edu/abs/1995A&A...303L..45M
http://doi.org/10.1029/JA073i015p04999
http://doi.org/10.1051/0004-6361/202038467
http://doi.org/10.1088/0004-637X/806/1/55
http://doi.org/10.1051/0004-6361/201937259
http://doi.org/10.1007/978-3-030-82623-9_2
http://doi.org/10.48550/arXiv.2401.13308
http://doi.org/10.3390/plasma6030036
http://doi.org/10.1029/JA092iA02p01103
http://doi.org/10.3847/1538-4357/aa6398
https://theses.hal.science/tel-03775251
http://doi.org/10.3847/2041-8213/ab911d
http://doi.org/10.1051/0004-6361/202142381
http://doi.org/10.1029/95GL01064
http://doi.org/10.1126/science.adk6953
http://doi.org/10.1029/98GL00328
https://ui.adsabs.harvard.edu/abs/2010EGUGA..1214543R
https://ui.adsabs.harvard.edu/abs/2010EGUGA..1214543R
http://doi.org/10.1007/s11207-009-9329-6
http://doi.org/10.1002/9781119815600.ch1
http://doi.org/10.3847/1538-4357/ad53c6
http://doi.org/10.3847/1538-4357/aa98e2
https://api.semanticscholar.org/CorpusID:123546472
http://doi.org/10.1086/304338
http://doi.org/10.1051/0004-6361/201834900
http://doi.org/10.1023/A:1005082526237
http://doi.org/10.1029/JA073i009p02839
http://doi.org/10.1086/510710
http://doi.org/10.1086/308151
http://doi.org/10.1086/376682
http://doi.org/10.3847/1538-4357/833/1/121


21

Wang, Y.-M., & Ko, Y.-K. 2019, The Astrophysical

Journal, 880, 146, doi: 10.3847/1538-4357/ab2add

Wang, Y.-M., Ko, Y.-K., & Grappin, R. 2009, The

Astrophysical Journal, 691, 760,

doi: 10.1088/0004-637X/691/1/760

Wang, Y. M., & Sheeley, Jr., N. R. 1990, The Astrophysical

Journal, 355, 726, doi: 10.1086/168805

—. 1991, The Astrophysical Journal, 372, L45,

doi: 10.1086/186020

Withbroe, G. L. 1988, Astrophysical Journal, Part 1, 325,

doi: 10.1086/166015

Zhao, L., Zurbuchen, T. H., & Fisk, L. A. 2009,

Geophysical Research Letters, 36, 2009GL039181,

doi: 10.1029/2009GL039181

http://doi.org/10.3847/1538-4357/ab2add
http://doi.org/10.1088/0004-637X/691/1/760
http://doi.org/10.1086/168805
http://doi.org/10.1086/186020
http://doi.org/10.1086/166015
http://doi.org/10.1029/2009GL039181

	Introduction
	Description of the Numerical Model
	The Conservation Equations
	The Numerical Scheme
	The Model Setup
	The Open Magnetic Field Model
	The Atmospheric Heating Rates

	Radiative Energy Loss:

	Constraining free parameters with Solar Orbiter data
	Wind simulations for high-latitude coronal holes
	Source temperatures at high latitudes
	Simulating wind sources from the active region belt
	Wind solutions including suprathermal electrons:
	Discussion and Outlook
	Charge state calculation method
	Resolution method for the ionic fraction evolution
	Ionisation/Recombination rates for a kappa distribution
	Solving for oxygen ions

